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Fact Completion



What is fact completion

Subject Relation Object

Tokyo capital of Japan

Tokyo is the capital of JapanLM



What we know about how fact completion is performed

• Mechanistic interpretability with interchange interventions 

• Goal: to identify model states that are involved in fact-related inference 

• Assumption: an accurate prediction indicates a memorised fact 

• Main finding: Last subject token, mid-layer MLP states act as a key-value store for facts



What we know about LM behaviour for fact prediction

Knowledgeable or Educated 
Guess? Revisiting Language 
Models as Knowledge Bases

(Cao et al., ACL-IJCNLP 2021)

LM

The Effect of Scaling, Retrieval Augmentation and Form 
on the Factual Consistency of Language Models 

(Hagström et al., EMNLP 2023)

When Do Pre-Training Biases Propagate to Downstream Tasks? 
A Case Study in Text Summarization

(Ladhak et al., EACL 2023)



Our proposed framework 
Precise Identification of Scenarios for 
Model behavior (PrISM) 

Mechanistic interpretability
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Tokyo is the capital city of Japan

Kye Ji-Su, a citizen of South Korea

Both of these predictions are 
accurate. 

Does that mean that they are 
equal in terms of fact recall?

Previous work 
Yes.

Our work 
No.

Exact fact recall

Heuristics recall



Heuristics recall

Giuseppe Angeli, who has a citizenship of Italy 

MacApp, a product created by Apple 

[X] professionally plays the sport of ice hockey

PrISM datasets for precise studies of 
prediction scenarios
• Our datasets are model-specific and aim to separate different 

prediction scenarios. 

• An inspection of the 1,209 samples from CounterFact (a diagnostic 
dataset frequently used for model interpretations) reveals ~900 
potentially problematic samples.



Building a PrISM dataset

generic language modelling

guesswork

heuristics recall

exact fact recall



Building a PrISM dataset

generic language modelling

guesswork
heuristics recall

exact fact recall

fact 
completion?

confident?
no heuristics used?

no

no
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yes



Building a PrISM dataset

generic language modellingfact 
completion?

no

yes

Does the prompt and the model’s 
prediction correspond to the setting of 

a model completing a fact?

Kun-Woo Paik is also a regular 
guest artist at the

Eksi Ekso originated in Russia



Building a PrISM dataset

Is the prediction confident? We proxy 
model confidence by consistency in 
the face of semantically equivalent 

queries.

Eksi Ekso originated in Russia

generic language modellingfact 
completion?

no

yes
guesswork

confident?
no

yes Kye Ji-Su, a citizen of South Korea

Eksi Ekso, a citizen of Sweden 🤷



Building a PrISM dataset

Is the prediction based on the exact 
factual information expressed in the 

prompt rather than heuristics?

Kye Ji-Su, a citizen of South Korea

generic language modellingfact 
completion?

no

yes
guesswork

confident?
no

yes
heuristics recall

exact fact recall
no heuristics used?

no

yes
Tokyo is the capital of Japan

Person name bias Kye Ji-Su is a common name in South Korea
Prompt bias [X] was produced by Apple
Lexical overlap Nokia cellphone was created by Nokia



Building a PrISM dataset
Generic language modelling 
Sample sentences from Wikipedia starting with a subject. Discard sentences for which 
the continuation begins with a capital letter or number. 

Guesswork 
Populate fact prompt templates with subjects and objects from WikiData. Retain 
samples for which the prediction is a valid object but unconfident. 

Heuristics recall 
Populate fact prompt templates with synthetic fact tuples from a name generator. 
Samples corresponding to confident predictions are retained. 

Exact fact recall 
Populate fact prompt templates with subjects and objects from WikiData. Samples that 
are 1) confident, 2) not corresponding to any bias, 3) corresponding to a fact likely 
memorized by the LM, and 4) correct.

sample = 
(query, prediction)



PrISM dataset

GPT-2 XL samples



PrISM datasets



Causal Tracing Results



Causal Tracing Method

The Big Bang Theory premie res on
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Normalisation



CT and PrISM



Summary

Accuracy does not indicate a consistent recall pattern 

PrISM: Provides a taxonomy of four prediction scenarios 

• Exact fact recall 

• Heuristics recall 

• Guesswork 

• Generic language modelling 

CT indicates different recall mechanisms for these scenarios
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